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Abstract

The present work aims at predicting at the atomic scale, binding energies of vacancies to vacancy clusters in zirco-

nium, preparing this way the modelling of their growth. Empirical laws established on the basis of simulation results are

suggested, describing the size dependence of formation and binding energies of small voids (involving up to 1000 atoms)

as well as basal, prismatic and pyramidal vacancy loops involving the same number of vacancies. The detailed atomic

configurations of the loops are examined and characterized by means of areas where atoms are mis-coordinated and by

strain fields. The importance of mis-coordinated areas is emphasized by an examination of self-interstitial atom (SIA)

diffusion mechanisms in the vicinity of basal vacancy loops. The loops act as sinks for SIAs that, depending on the tem-

perature, migrate one- or three-dimensionally to the mis-coordinated areas from which they cannot escape. By this

mechanism, the annihilation of vacancy loops by SIA absorption is inhibited.

� 2005 Elsevier B.V. All rights reserved.
1. Introduction

Radiation damage evolution in materials is a com-

plex process. It involves time scales from the femtosec-

ond to years and spatial extents from the atomic

volume to the cubic meter. It is also strongly material

dependent. Much previous effort achieved in modelling

damage evolution focused on metals used as structural

materials in nuclear reactors. Among these materials,

zirconium is of particular interest because of its use in

fuel cladding. Zr differs from iron based materials be-

cause it exhibits a compact hexagonal structure. This

has significant consequences on the mechanisms of de-
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fect growth in radiation environments, especially from

the atomic to the micrometric scales at which point de-

fects and point defect clusters play an important role.

The radiation induced defects at these scales are cavities

as well as vacancy and interstitial loops. Reviews of

experimental understanding of defect evolution in radia-

tion environment are available and significant efforts in

theoretical understanding were and are still achieved,

in particular, at the atomic scale [1–6].

In most aspects, the atomic scale in bulk materials is

beyond experimental resolution. However, if atomic

scale processes can be followed for a long enough time,

they sum-up and lead to the nucleation and growth of

voids and dislocation loops. These can be resolved by

transmission electron microscopy once they become lar-

ger than a nanometer. Hence, if one succeeds in making

damage predictions up to this stage of growth, it will be
ed.
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possible to check models for primary evolution against

experimental observation.

Molecular dynamics (MD) is the natural technique

for atomic scale modelling. Current systems sizes to

which MD nowadays applies are of the order of hun-

dreds of thousands of atoms and times of the order of

nanoseconds. This allows the modelling of atomic colli-

sion cascades generated by energetic neutrons as well as

groups of hundreds to thousands of vacancies and inter-

stitials. Several reviews were published, synthesizing the

understanding of radiation damage gathered in Zr and

other hcp materials by MD [7–9], which encompass

the evolution of collision cascades as well as the thermal

diffusion properties of vacancies, interstitials and inter-

stitial clusters. The lifetime of a collision cascade is no

more than a few picoseconds. In contrast, the time

needed for point defect clustering into voids or loops

is orders of magnitude longer, in such a way that MD

becomes unpractical and a multiscale approach neces-

sary [10]. The longest point defect and cluster diffusion

calculations in Zr by MD [11,12] lasted 100 ns. If the

time was not sufficient to predict cluster growth, at least,

it showed very clearly the temperature dependence of the

diffusion anisotropy.

Object kinetic Monte Carlo simulations [13] allows

the bridging of short and long time scales in systems

of similar sizes as MD or larger. The method consists

in sampling the kinetic path of defects as well as their

reactions at random subject to Boltzmann statistics.

This method requires an exhaustive list of the evolving

objects and, in order to describe their reactions, a list

of binding energies of each object to each other. Consid-

ering that some defects are more stable than others and

that some are more mobile than others allows the list to

be simplified. For instance, mono-interstitials and

mono-vacancies are much more mobile than three-

dimensional vacancy clusters. Therefore, the knowledge

of their binding energy to clusters as a function of the

cluster size is sufficient to model the cluster growth,

and the list of binding energies can be replaced by a

functional dependence on size. In addition, several clus-

ter configurations are more stable than others as well,

and their probability of occurrence is higher. Therefore,

it may be expected pertinent only to retain the best sta-

ble ones in the list, although this approximation merits

further critical investigation. This approach was already

developed for Fe–Cu systems [14], as well as for vacancy

clusters in Zr [15].

This work suggests the use of a population of va-

cancy cluster configurations for larger scale modelling.

This population accounts for configuration fluctuations

among the most stable ones of a given size subsequent to

relaxation effects when one vacancy is added or released

from that cluster. As it is shown in Section 3, at their

present level of sophistication, cohesion models do not

clearly predict whether small voids or small vacancy
loops are more stable. However, both are seen experi-

mentally in a radiation environment, in particular loops,

probably as the consequence of the collapse of collision

cascades and enhanced diffusion. For this reason, atomic

configurations in the core of small vacancy loops (a few

hundred atoms) and the related strain are characterized

in Section 4. Mono-interstitials being the most mobile

defects, their interaction with vacancy loops are then

examined as a function of temperature. The results of

this study are summarized in Section 5.
2. The molecular dynamics model

MD is used here for modelling zirconium crystals

with point defects or groups of point defects and to ex-

tract the parameters needed as input for larger scale

models. For sampling a kinetic path, the object kinetic

Monte Carlo method uses as input: formation, migra-

tion and binding energies. Formation and binding ener-

gies may be predicted by MD directly, as well as

migration energies in some simple cases.

The MD code we use, DYMOKA [16], is a modified

version of the code CDCMD [17] developed to perform

Metropolis Monte Carlo and classical MD modeling.

Newton�s equations of motion are integrated using a
fifth order Gear predictor–corrector algorithm. The

neighbour search is done through a linked cell method

combined with a Verlet list [18]. This makes the CPU

time per integration step fully linear with the number

of atoms. The interatomic potential is tabulated and

the interpolation of the potential tables is made through

a 5th order Lagrange polynomial. The potential repre-

sents the core of the MD model and it is designed

according to the second moment approximation scheme

of the tight binding model, first suggested in [19], on the

basis of Zr properties at equilibrium [20]. The range of

this potential is beyond the third neighbour distance.

Far from equilibrium, it requires corrections and one

is suggested for describing close encounters as they occur

in atomic collision cascades [21]. The separation dis-

tances involved in this work are of the order of the equi-

librium first neighbour distance. Therefore, such a

correction is ineffective in the context of this work. This

potential was already used in earlier modelling of point

defect clusters in Zr [22].

Simulations were performed at constant volume,

using parallelepipedal boxes of hcp Zr with sizes from

100000 atoms to 800000 atoms, depending on the mod-

elled void and loop sizes. Periodic boundary conditions

are applied. For each specific calculation, the dimen-

sions of the boxes were chosen large enough to avoid

size effects on the results. The introduction of an isotro-

pic defect (like a dislocation loop) induces an anisotropic

strain. Therefore, the simulation boxes were always built

with the largest extension in the direction of largest



D. Kulikov, M. Hou / Journal of Nuclear Materials 342 (2005) 131–140 133
strain range. In the case of dislocation loops, as shown

in Section 5, it is perpendicular to the loop plane. This

way, it is warranted that the atomic displacements due

to relaxation around a defect are zero at the boundary

of the box and the defect does not significantly interact

with its image generated by the periodic boundary con-

ditions. In what follows, the method for generating de-

fects is described in the appropriate sections.
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Fig. 1. The formation energies of different basal, prismatic and

pyramidal vacancy dislocation loops vs. the number of vacan-

cies forming them. The shapes of solid symbols represent the

initial basal loop configurations: triangles, rhombs, hexagons

and circles. Stars: formation energies of prismatic and pyrami-

dal loops. Squares: 3D-voids. The limiting functions in Eq. (1)

are represented by dashed lines, the fits for non-basal loops (Eq.

(5)) and for voids (Eq. (2)) are given by solid lines.
3. Formation and binding energies

Two main parameters governing the temporal evolu-

tion of vacancy dislocation loops and voids are their for-

mation and binding energies. In previous work [14,15], a

method based on a Metropolis Monte Carlo algorithm

was developed allowing the evaluation of groups of

vacancies and vacancies–impurities complexes. In [15],

vacancy groups in hcp Zr were analysed and it was

found that three-dimensional voids represent minimal

energy configurations. The estimate was performed for

groups of two to one thousand vacancies. These cavities

are thus typically less than 5 nm diameter, which is,

depending on temperature, one to two orders of magni-

tude smaller than the void and loop sizes currently ob-

served as a consequence of irradiation [2]. In the

present section, we calculate formation and binding

energies of basal, prismatic and pyramidal dislocation

loops involving the same number of vacancies as in

[15] and the results are compared with those obtained

for voids.

In order to calculate the binding energy of a vacancy

to a dislocation loop, we proceed as follows. In a first

step, neighbouring atoms are removed from one basal

plane in order to form a basal loop, from two adjacent

prismatic planes to form a prismatic loop or from two

adjacent pyramidal planes to form a pyramidal loop.

These configurations are annealed at constant tempera-

ture for several tens of picoseconds (typically 75 ps). The

annealed configurations obtained are then quenched to

0 K before estimating the formation energy according

to the relation:

EfðNVÞ ¼ ðN 0 � NVÞ � ½EcðNVÞ � Ec�; ð1Þ

where N0 is the total number of atomic lattice sites in the

box; Ec is the energy per atom of a relaxed Zr matrix

containing a cluster of NV vacancies in its lowest energy

configuration, and Ec is the cohesive energy of pure hcp

Zr.

In order to ensure that minimal energy is reached, the

procedure is repeated using different annealing tempera-

tures from 300 K to 900 K. In this procedure, and within

the simulation times used, vacancy diffusion at the

periphery of the loops is too slow to influence the an-

nealed configurations obtained. On the other hand,

accurate loop morphologies are unknown. Therefore,
the procedure is also repeated using different initial mor-

phologies. For vacancy prismatic and pyramidal loops,

atoms are initially removed from within rectangles.

For the basal loops, they are removed from triangular,

rhombic, hexagonal and circular areas. The results are

presented in Fig. 1. It is remarkable that formation ener-

gies display no systematic dependence on the initial con-

figurations. Final configurations are also checked to

ensure they are unaffected by the magnitude of the

annealing temperature. Two dashed lines in Fig. 1 repre-

sent a lower and an upper bound to the formation ener-

gies obtained for basal loops. The dependence on the

number of vacancies is

Emaxf ¼ 4.3 � N 0.7
V ð2aÞ

and

Eminf ¼ 3.6 � N 0.7
V . ð2bÞ

The formation energies of three-dimensional voids hav-

ing the same number of vacancies are systematically

lower than formation energies of the three kinds of loops

in the size range investigated. They are shown, in Fig. 1,

to align with the following relation:

EVoidf ¼ 2.72N 2=3
V ð3Þ

as already noted in [15].

The binding energy of one vacancy to an already

existing group of vacancies is deduced from the forma-

tion energies according to [14,15]:

EbðV Þ ¼ EfðgroupÞ þ EfðvacancyÞ
� Efðgroupþ vacancyÞ ð4Þ

whether the group is a loop or a void.
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Similarly to formation energies, limiting expressions

can be found. For basal loops, we find

Eminb ¼ 1.78þ 4.3 � fN 0.7
V � ðNV � 1Þ0.7g ð5aÞ

and

Emaxb ¼ 1.78þ 3.6 � fN 0.7
V � ðNV � 1Þ0.7g. ð5bÞ

These expressions are represented in Fig. 2. They are

compared to the size dependence approximation of the

binding energy of a vacancy to an existing void. A signif-

icant dispersion was found in [15] among this depen-

dence and the standard deviation is also represented in

Fig. 2. It is seen that, if one excepts the smallest loop

sizes considered, binding energies fall inside the interval

previously obtained for 3D clusters. For the smallest

loops, Eq. (2), that are fitting functions, fail to be valid.

This problem is discussed in [14].

The same procedure is now repeated for prismatic

and pyramidal loops obtained by removing atoms from

two adjacent ð1�100Þ (prismatic) and ð10�11Þ (pyrami-
dal) planes, respectively. As far as the estimate of forma-

tion energies is concerned, quenching after high

temperature annealing causes a technical problem in

the case of prismatic loops as it is inefficient to relax long

range thermally induced lattice distortions at large dis-

tances from the initial vacancy planes. Although these

spurious distortions have no influence on the atomic

rearrangement around the loop, they do have a large ef-

fect on the estimated formation energies. In this case,

annealing is performed at 100 K and 50 K, taking care

that the same loop configurations are found as with

higher annealing temperatures. The formation and cor-
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Fig. 2. Approximation functions for the binding energy of one

vacancy to an already existing group of vacancies vs. the

number of vacancies in that group. Dashed lines: limiting values

for basal loops (Eq. (5)). Dotted line: prismatic or pyramidal

loops (Eq. (6)). Thick solid line: voids; thin solid lines: standard

deviation of the dispersion among the mean binding energies to

voids.
responding binding energy dependences on size are pre-

sented in Figs. 1 and 2, respectively, for comparison with

those for loops in the basal plane and for three-dimen-

sional voids. The results for prismatic and pyramidal

loops align on the same function of the number of

vacancies. It is seen that these loops are also less stable

than voids and the binding energies of a vacancy to a

loop is less than the binding energy to voids. The

approximate expressions for the formation and binding

energies for these loops are as follows:

Ef ¼ 3.8 � N 2=3
V ; ð6Þ

Eb ¼ 1.78þ 3.8 � fN 2=3
V � ðNV � 1Þ2=3g. ð7Þ

Although formation energies are lower than for basal

loops, they are still higher than those of voids. Binding

energies on the other hand are similar.

As an overall conclusion to this section, it is found

that formation energies of small voids are systematically

lower than those of loops. The extrapolation of the esti-

mated fitting functions provides no indication for a

change in this trend with larger numbers of vacancies.

On the contrary, binding energies of loops and voids

get closer as the number of vacancies get larger, indicat-

ing the possible coexistence of both, which is consistent

with experiment [2].
4. Atomic configurations

The atomic configurations of three-dimensional

vacancy clusters were already discussed in [15] and we

focus here on vacancy loops.

For vacancy loops in the basal plane, two different

types of relaxations were found. The first one, docu-

mented in the basic literature [23] and predicted in [24],

is illustrated in Fig. 3 by comparing unrelaxed with

relaxed configurations. The view is restricted to the cen-

tral part of the MD box where a loop of hexagonal shape

consisting of 469 vacancies is located. It was annealed at

600 K before quenching. Fig. 3(a) is a view parallel to the

[0001] direction. It shows evidence of the displacement

of atoms during annealing in one single basal plane.

They are displaced to C lattice positions in the ABAB

hcp stacking. In Fig. 3(b), which is a view parallel to a

½11�20� direction, it is seen that most other atoms around
the loop are displaced perpendicular to the basal plane

i.e. along the [0001] direction. As a consequence, the

atoms of all planes remain in their positions A or B in

the stacking sequence of the hcp lattice, except the atoms

in the one plane next to the loop that move to C posi-

tions. This is an extrinsic stacking fault which is sketched

in Fig. 4. The stacking configuration was systematically

examined for loops of various sizes, using different

annealing temperatures, and representing as a whole a

set of 36 different relaxation calculations. Such extrinsic



Fig. 3. Atomic configuration with an extrinsic stacking fault

around the dislocation loop consisting of 469 vacancies in one

basal plane, as obtained after annealing at 600 K: (a) projection

along a [0001] direction; (b) projection along a ½11�20�
direction. The solid line segments represent the atomic dis-

placements of individual atoms subsequent to annealing. In (a),

only the atomic displacements in one plane are seen, from B to

C sites (see text).
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Fig. 4. Schematic view of the stacking sequence around the

extrinsic basal vacancy dislocation loop, before relaxation on

the left and after relaxation on the right. Italic B represents the

plane from which atoms were removed in order to create a loop.

D. Kulikov, M. Hou / Journal of Nuclear Materials 342 (2005) 131–140 135
stacking faults were most often found for the smallest

loops considered (less than 100 vacancies). This has

already been predicted using a long range pair potential

[24] rather than short range N-body potential as used

here. In this latter work, it was found corresponding to

the lowest basal stacking fault energy.

A second type of fault is found to dominate for larger

loops, obtained at all annealing temperatures. It results

from a larger displacement field with components in

the ½11�20� and the [0001] directions, extending over
several interplanar distances. This is shown in Fig. 5

where two views of the dislocation loop are shown be-

fore and after annealing. In this example as in the former

one, the loop is formed by 469 vacancies and the anneal-

ing temperature is 300 K. The stacking after annealing

was identified and it is sketched in Fig. 6. The plane ini-

tially removed to create a loop is shown by an italic A in

the initial stacking sequence. Starting from the upper

part of the stacking represented in Fig. 6, one can see

that the atoms are displaced from B toward C sites

and from A toward B sites. The closer the atoms to

the loop, the largest the displacements. Once passing

the missing plane, the stacking changes. Atoms from B

are displaced toward A sites and the atoms from A sites

are displaced toward C. These displacements are repre-

sented by arrows in Fig. 6 and the underlined characters

indicate the direction of atomic displacements. The size

of the underlined symbols qualitatively shows the mag-

nitude of displacements to the positions after annealing.

This configuration is close, though not identical, to the

intrinsic stacking fault dislocation loop in Zr docu-

mented in the basic literature [23].

The same views for atomic displacements are available

for loops in prismatic and pyramidal planes. However, no

simple picture allows us to describe the displacement

fields in the cases of the relaxation of prismatic and pyra-

midal loops. Their range is larger than for loops in the ba-

sal plane and their geometry is hardly identified by 2D

projection views as used in Figs. 3 and 5 for basal loops.

A different approach must be used to characterize their

structure, as described in the next section.



Fig. 5. Atomic configuration with an intrinsic stacking fault

around dislocation loop consisting of 469 vacancies in one basal

plane, as obtained after annealing at 300 K: (a) projection along

a [1010] direction; (b) projection along a ½11�20� direction. The
solid line segments represent the atomic displacements of

individual atoms subsequent to annealing.
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Fig. 6. Schematic view of the stacking sequence around the

intrinsic basal vacancy dislocation loop. The initial stacking of

(0001) planes near the loop is shown on the left. The italic A

stands for the plane from which atoms were removed in order

to form the loop. On the right, the stacking is represented to

which the configuration tends after annealing. The size of the

symbols qualitatively represents the magnitude of the atomic

displacements in each plane toward this configuration.

Fig. 7. Mis-coordinated atomic positions for both types of

hexagonal basal loops after annealing (�extrinsic� loop on the
left, �intrinsic� loop on the right): (a) projection along (0001);
(b) projection along ð11�20Þ.
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5. Spatial extent

Vacancy loops represent areas with locally lower den-

sity than the perfect crystal. As a consequence, mis-coor-

dinated atoms are expected, that is, atoms with first

neighbour coordination number different from the 12

of hcp, and strain field inhomogeneities. Both may help

delineating the contour of the core of the loops. In addi-
tion, as is shown in the next section, mis-coordinated

area and strain may play an important role in the diffu-

sion of self-interstitials (SIA).

First neighbour coordination numbers of the atoms

were mapped in the simulation box before and after loop

annealing and quenching for the same loops as discussed

in the previous section. The cores of the dislocation

loops are always found surrounded by an area of mis-

coordinated atoms. Because of the annealing, the inner

loop area is always perfectly coordinated. Examples

are given in the Fig. 7 for the two kinds of basal loops



D. Kulikov, M. Hou / Journal of Nuclear Materials 342 (2005) 131–140 137
identified. The initial loop geometry is well mapped by

mis-coordinated atoms. This mapping is only moder-

ately affected by the kind of stacking, as seen by compar-

ing the results for the two basal loop arrangements

found in Figs. 3 and 5. The mis-coordinated area is a lit-

tle broader in the case of the intrinsic fault and the

annealing breaks its symmetry. The situation is more

complex in the cases of prismatic and pyramidal loops.

The mis-coordination maps are shown in Fig. 8. In the

case of the prismatic loop, the annealing completely

changes the morphology of the core which transforms
Fig. 8. Positions of mis-coordinated atoms: (a) prismatic loop,

(b) pyramidal loop. In dark: mis-coordinated atomic positions

before annealing; in grey: after annealing.

Fig. 9. The measure of strain S (Eq. (4)) for the four kinds of loops: (a

spheres: S < 0 (compression), dark points: S > 0 (tension). For the ba

the prismatic and pyramidal loops, the viewing direction is selected to

distribution.
from two- to three-dimensional and changes its axis of

symmetry. Such a transformation also takes place for

the pyramidal loop, but the effect is less pronounced.

The combined effect of mis-coordination and lower

local density inside vacancy loops is an inhomogeneous

strain field, which may also be mapped. We measure the

local strain at atom i according to the following

expression:

Si ¼
X

j

rij � r0
r0

; ð8Þ

where rij is the distance between atom i and its first

neighbour j, r0 is the first neighbour distance in the per-

fect crystal at equilibrium and the summation runs over

all first neighbours of atom i. With this definition, S > 0

corresponds to regions with tensile deformation while

S < 0 for the regions under compressive deformation.

In order to suppress background fluctuations in strain

maps, we distinguish between compressive areas with

S < �0.03, tensile areas with S > 0.02 and others where

the strain is close to zero, namely, �0.03 < S < 0.02.

Such maps are presented in Fig. 9 for the four kinds

of loops considered. All maps are characterized by the

occurrence of both tensile and compressive areas. In

all cases, compressive surround tensile areas and the

compressive–tensile interface closely maps the mis-coor-

dinated areas. In the case of the basal loops (Fig. 9), no
) intrinsic; (b) extrinsic basal; (c) prismatic; (d) pyramidal. Light

sal loops, projections are given along the ½1�100� direction. For
emphasize the complex three-dimensional nature of the strain
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significant differences in the maps are found related to

the extrinsic or intrinsic nature of the stacking fault.

While compressive strain delineates the contour of the

mis-coordinated area, the tensile area extends to longer

range and in other directions, which is the signature of

a shear deformation. As the strain field around the

intrinsic basal defect is concerned, Fig. 9(b) shows that

the loop plane is not a plane of symmetry. This is consis-

tent with the relaxations sketched in Fig. 6. In the cases

of prismatic and pyramidal loops and similarly to mis-

coordination maps, due to the complex atomic rear-

rangement, the compressive area is three-dimensional

and rotated as compared to the orientation of the unre-

laxed loop plane.
Fig. 10. Typical diffusion trajectories at different temperatures

in the vicinity of an intrinsic basal loop. The initial position is

marked by a square and the dot-dashed line is the axis of

symmetry of the loop. At 300 K, diffusion is 1D along h11�20i
directions. The turning point shown is on a [0001] row passing

through the mis-coordinated area. The trajectory at 600 K is

first 1D along h11�20i, then turns parallel to [0001] toward the
loop. The trajectory at 1450 K is 3D toward the loop and is

confined within the cylindrical surface delimited by the mis-

coordinated area. Trajectories at 600 K and 1450 K are trapped

within the mis-coordinated area.
6. Self-interstitial diffusion

Self-interstitial diffusion in a Zr perfect crystal was al-

ready the subject of a previous study [10,25]. Here, MD

was employed to investigate this process using the same

potential as in the rest of the present work. The results

show different diffusion mechanisms in different temper-

ature intervals. At low temperatures (200–500 K) the

diffusion is mainly 1D, according to a h11�20i crowdion
mechanism (n atoms share n � 1 lattice sites along a
compact row and the defect propagates along this

row). Direction changes in the basal plane happen with

some jumps. When the temperature is increased, the

probability of switching directions in a basal plane also

increases and, above 500 K, some jumps take place out-

side this basal plane. When increasing the temperature

further, 3D diffusion becomes more probable. However,

as noted in [11], jumps in the basal plane remain more

frequent than jumps out-of-plane.

We now turn to the issue of self-interstitial diffusion

in the vicinity of a basal dislocation loop. Initially a cir-

cular loop consisting of 186 vacancies was created in a

basal plane. Its diameter is close to 4.5 nm. It was an-

nealed for 1–3 ps at 600 K and then quenched to allow

atomic relaxation. As a consequence, an intrinsic defect

configuration (see Fig. 6) was formed. The method for

investigating the influence of this loop on diffusion is

as follows. A basal crowdion, known as the equilibrium

configuration of a self-interstitial [8,25] is created in the

vicinity of the loop. Then the box, containing the loop

and the interstitial was maintained at constant tempera-

ture for several tens of ps in order to identify the influ-

ence of a loop on interstitial diffusion trajectories. The

parameters in this study are the temperature at which

diffusion occurs, and the initial position of the crowdion

with respect to the loop. Diffusion trajectories are calcu-

lated at 300 K, 600 K and 1450 K, covering this way the

range from 1D to 3D diffusion in single crystals. Four

cases are considered, each corresponding to a different

location of the initial position of the basal crowdion in
the vicinity of a loop. The first is at 6c-parameters

(3 nm) from the centre of the loop along the [0001]

direction, the second at 3c-parameters (1.5 nm) from

the centre of the loop in the same [0001] direction, the

third at the centre of the loop and the fourth in the plane

of the loop at a distance of one loop diameter (4.5 nm)

from its centre.

In the first case, at both 300 K and 600 K, 1D-diffu-

sion takes place, parallel to the plane of the loop. This

is illustrated in Fig. 10. In a perfect crystal, the fre-

quency of direction changes in the same basal plane

increases with temperature [11]. This is also found in

the vicinity of the loop. However, in all cases observed

in the present study, as shown in Fig. 10, the direc-

tional change takes place when the SIA passes �above�
the mis-coordinated area around the core. It happens

either in the same basal plane or in the [0001] direction

toward the loop. In the latter case, the diffusion is also

close to 1D (Fig. 10) but it stops as soon as the SIA

reaches the mis-coordinated area where it remains

trapped. Its motion in the [0001] direction is fast, with

an average velocity larger than one interplanar distance

per picosecond (’0.25 nm/ps).
At 1450 K, again as in perfect crystals, in the vicinity

of the loop, the diffusion is 3D. However, it always leads

to the recombination of the interstitial with the loop, in

the mis-coordinated area. The total path is longer than

in the case of 1D-diffusion along [0001] at lower tem-

perature and therefore, the time to become trapped is



D. Kulikov, M. Hou / Journal of Nuclear Materials 342 (2005) 131–140 139
three times longer. The interstitial does not undergo any

further diffusion jump and is undistinguishable from the

other mis-coordinated atoms. A detailed study of high

temperature diffusion trajectories shows that they con-

sist of in-basal plane jumps separated by jumps from

one basal plane to another. The former occur randomly,

but are systematically confined in a cylinder whose sec-

tion is delimited by the contour of the mis-coordinated

area of the loop. The latter jumps, when they occur,

are systematically directed toward the loop.

If the initial position of the interstitial is two times

closer to the loop along the [0001] direction (i.e. 3c-

parameters), in all cases trapping by the loop is observed

within the mis-coordinated area.

We now turn to situations where the initial intersti-

tial is located in the plane of the loop. When it is initially

located at the centre of the loop, it systematically

migrates along a h11�20i direction toward the mis-

coordinated area where it is trapped. At 1450 K the

repulsion between the two atoms forming the crowdion

is observed sufficient to stimulate the 1D-diffusion of

both in opposite directions. Both get trapped in the

mis-coordinated area and a vacancy is left in the centre

of the loop.

When the interstitial is initially located somewhere in

the plane of a loop but outside, at a distance of one loop

diameter (4.5 nm) from the centre, two cases are ob-

served. Either trapping takes place (and this happens

in most cases) and the migration of the interstitial is very

quick (the average migration velocity is higher than

4 nm/ps), or, when the simulation is repeated with initial

positions on a different h11�20i axis passing through the
centre, the jump frequency is seen to drop strongly and

is even prevented over a time of the order of 30 ps.

Hence, depending on the position of the crowdion with

respect to the loop, its diffusion can either be enhanced

or prevented. This reflects the asymmetry of the mis-

coordinated area and of the strain field with respect to

a [0001] axis of the loop.
7. Conclusions

The results of this study can be summarized as

follows:

(i) The formation energy of small voids is smaller

than the formation energy of vacancy loops and no indi-

cation is found for a change of this trend at larger sizes.

The formation energies of dislocation loops are only

weakly dependent on their geometry and they are the

same for prismatic and pyramidal loops.

(ii) It was shown in a previous study [14,15] that the

binding energy of a vacancy to an already existing clus-

ter of vacancies has a widespread distribution which is

sensitive to the cluster configuration. The standard devi-

ation of this distribution is given in Fig. 2 and it is found
that the binding energy of vacancies to vacancy loops

falls within this distribution in the size range investigated

here.

(iii) Two kinds of basal loops are identified, qualified

as extrinsic and intrinsic according to the literature, and

characterized by different stacking sequences sketched

in Figs. 4 and 6, respectively. Extrinsic stacking is the

dominant configuration for the smallest loops (less than

100 vacancies, typically) while intrinsic stacking is dom-

inant for the larger ones. The atomic configurations of

prismatic and pyramidal loops are complex and involve

displacement fields of larger spatial extent than basal

loops.

(iv) The contour of the core of dislocation loops is

conveniently mapped by mis-coordinated atoms. For

basal loops, the mis-coordinated area is a torus in the

basal plane which is not symmetric in the case of intrin-

sic stacking. It displays a 3D configuration in the core of

prismatic and pyramidal loops. In the case of pyramidal

loops, there is no straightforward relation with the

planes from which vacancies were removed to form the

loops.

(v) The strain field induced by the loop has a 3D ex-

tent which is confined by the mis-coordinated area. It is

tensile in the perfectly coordinated area, and the com-

pressive–tensile interface maps the mis-coordinated

area.

(vi) Strain plays a significant role in the trapping of

SIAs by vacancy loops. Trapping mechanisms in basal

loops are temperature dependent. When trapping oc-

curs, it is always in the mis-coordinated area and the

trapped interstitials no longer diffuse, even at high tem-

perature. The case where a large number of interstitials

accumulate in this area is not considered here. It may re-

sult in a mechanical instability with the consequence of

an overall rearrangement of the loop, which is not con-

sidered here. Depending upon temperature, as in perfect

areas, the diffusion trajectories are 1D or 3D in the basal

plane. However, a 1D-trajectory in the basal plane may

be turned into a 1D-trajectory in the [0001] direction at

some distance from the mis-coordinated area and the

SIA is quickly trapped. Trapping by such a 1D mecha-

nism at moderate temperatures (600 K in Fig. 10) is fas-

ter than the trapping by a 3D mechanism at higher

temperature (1450 K in Fig. 10). A cylindrical surface

delimited by the mis-coordinated area limits the spatial

extent of 3D diffusion trajectories.

Further questions naturally arise beyond this contri-

bution. Although there is no reason for the trapping of

point defects in mis-coordinated areas to be specific to

basal loops, a detailed study of the trapping by other

loops and extended defects should be done as well as

predictions of trapping efficiencies. Nb, which only dif-

fers from Zr by one atomic unit is known to form pre-

cipitates. The present results suggest that Nb may also

be trapped at vacancy dislocation loops. However, with
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the second moment tight binding as well as with stan-

dard EAM potentials, the molecular dynamics of Nb

in Zr has no reason to differ from that of Zr in Zr. Since

it is found to form precipitates and to influence the

mechanical properties of the matrix, such potentials

are certainly not sufficient to gather a full picture of

the clustering of point defects, and the chemistry of

the interaction between impurities and matrix atoms

has to be accounted for. This pertains as well to other

kinds of impurities. Nevertheless, it may be hoped that

the information gathered at this stage on atomic scale

configurations and mechanisms may be helpful to iden-

tify those that may have, at the microscale and macro-

scopic times, a sizeable influence on the evolution of

microstructure in a radiation environment.
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